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Cosmic Star-formation history：
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Metallicity of galaxies at high redshift：
The Astrophysical Journal Letters, 771:L19 (6pp), 2013 July 10 Zahid et al.

Figure 1. MZ relation at five epochs ranging to z ∼ 2.3. The curves are fits to the data defined by Equation (4). The solid curves indicate metallicities determined
using the KK04 strong-line method and the dashed curves indicate metallicities converted using the formulae of Kewley & Ellison (2008). Data presented in this figure
can be obtained from H.J.Z. upon request.
(A color version of this figure is available in the online journal.)

binning the data. We sort galaxies into equally populated bins of
stellar mass and plot the median stellar mass and metallicity for
each bin. The MZ relation of Yabe et al. (2012) and Erb et al.
(2006) is determined from stacked spectra sorted by stellar mass.
The errors for the z < 1 data are determined from bootstrapping.
For the z > 1 data, the errors are determined from the dispersion
in the stacked spectra.

We fit the MZ relation using the function defined by
Moustakas et al. (2011). The functional form of the MZ relation
fit is

12 + log(O/H) = Zo − log

[

1 +
(

M∗

Mo

)−γ
]

. (4)

This function is desirable because it is monotonic unlike the
commonly used quadratic fit (e.g., Tremonti et al. 2004; Zahid
et al. 2011) which turns over at high stellar masses. Furthermore,
the parameters of the fit reflect our physical intuition of chemical
evolution and are more straightforward to interpret physically
(see the discussion in the Appendix of Moustakas et al. 2011).
In Equation (4), Zo is the asymptotic metallicity where the
MZ relation flattens, Mo is the characteristic mass where the
MZ relation begins to flatten, and γ is the power-law slope
of the MZ relation for M∗ $ Mo. The fitted value of Zo
is subject to uncertainties in the absolute calibration of the
metallicity diagnostic, though the relative values are robust (see
Section 2.3). We do not probe stellar masses where M∗ $ Mo.
Therefore, the power-law slope of the MZ relation at the low-
mass end, γ , is not well constrained. Table 1 lists the fitted

Table 1
MZ Relation Fit

Sample Redshift Zo log(Mo/M%) γ Calibration

SDSS 0.08 9.121 ± 0.002 8.999 ± 0.005 0.85 ± 0.02 KK04
SHELS 0.29 9.130 ± 0.007 9.304 ± 0.019 0.77 ± 0.05 KK04
DEEP2 0.78 9.161 ± 0.026 9.661 ± 0.086 0.65 ± 0.07 KK04
Y12 1.40 9.06 ± 0.36 9.6 ± 0.8 0.7 ± 1.5 PP04
E06 2.26 9.06 ± 0.27 9.7 ± 0.9 0.6 ± 0.7 PP04

Notes. The sample and median redshift are given in columns 1 and 2,
respectively. The fit parameters from Equation (4) are given in columns 3–5.
Column 6 indicates the strong-line method used for deriving metallicity. We
convert PP04 metallicities to the KK04 calibration using the formulae from
Kewley & Ellison (2008).

parameters. We propagate the observational uncertainties to the
parameter errors.

3.2. Scatter in the MZ Relation

The scatter in the metallicity distribution as a function
of stellar mass and redshift provides important additional
constraints for the chemical evolution of galaxies. In Figure 2
we plot the scatter in the MZ relation. We note that we
have converted the metallicity to linear units for clarity. In
Figures 2(a) and (b), we plot the limits containing the central
85% and 50% of the galaxy metallicity distribution, respectively,
as a function of stellar mass. The errors bars are determined from
bootstrapping the sample distribution. In Figures 2(c) and (d),
we plot the scatter in the MZ relation (defined as the difference
between the upper and lower limits of the 85% and 50% contour,
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The mass-metallicity relation and its evolution
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• Steeper metallicity gradient at 
high redshift
　→ Inside-out growth?
• Positive gradient
　→ Infall of pristine gas?

Metallicity gradient at high redshift：
Cresci+2010

– 9 –
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Fig. 3.— Left: Metallicity vs. galactocentric radius. Red lines are the measurements for Sp1149 at
z=1.49 from this work. The gradient within the central 4.5 kpc is -0.16+/-0.02 dex kpc−1. Vertical
red dotted lines show the annulus used to average/sum the spectra. Purple dashed lines show
the typical gradients of local isolated late-type galaxies, using the control sample of Rupke et al.
(2010b). The orange dotted line represents the mean gradient of local early-type galaxies, which
is typically ∼ 3 times shallower than local late-type galaxies (Henry & Worthey 1999). Blue lines
show the work of Jones et al. (2010a) for a dispersion-dominated lensed galaxy the “Clone Arc”
at z=2.0 who report a even steeper gradient within a size of ∼ 1 kpc. It is interesting to see that
two z >1 galaxies have considerably steeper gradients than local galaxies. Black lines are the
model predictions from Prantzos & Boissier (2000) for rotational velocity Vc=220km s−1 at age
t=3Gyr (dashed curves) and t=13.5Gyr (solid curves), with spin parameter λ=0.03,0.05,0.07. The
black dash-dot line is the model grid with velocity Vc=150km s−1 at t=3Gyr and λ=0.03. The steep
gradients of Sp1149 and “Clone Arc” are broadly consistent with the shape of the Vc=150km s−1

model grids. Right: The same as the Left panel, except that the x-axis is expressed in the scaled
radius R25.

resolution of 170 parsec. We measure the radial distribution of chemical abundances in three
annuli and find that the metallicity decreases from a central value of 12+log (O/H)=8.54 to less
than 8.05 in the outer disk. The metallicity slope is -0.16+/-0.02 dex kpc−1 for the inner 4.5 kpc,
much steeper than that of late-type galaxies of comparable luminosities in the local universe, even
when expressed in R25 units. Our results are broadly consistent with the “inside-out” model of disk
formation.

Metallicity gradient observations for a larger number of star-forming galaxies at different
redshifts are required to build a well-defined sample to form a solid observational picture of the

Yuan+2011

negative gradient

positive gradient
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Morphology of galaxies at high redshift：

Large variety of galaxy morphology at z>1
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Color composites of galaxies at z~1.4 with HST/ACS+WFC3 images

SXDS/CANDELS



Kinematics of galaxies at high redshift：No. 2, 2009 SINS SURVEY OF HIGH-REDSHIFT GALAXIES 1403

Figure 17. Velocity fields for 30 of the 62 galaxies of the SINS Hα sample. The velocity fields correspond to that derived from the Hα line emission as described in
Section 5.1 (the exception is K20–ID5 for which it was obtained from the [O iii] λ 5007 line instead). The color coding is such that blue to red colors correspond to the
blueshifted to redshifted line emission with respect to the systemic velocity. The minimum and maximum relative velocities are labeled for each galaxy (in km s−1).
All sources are shown on the same angular scale; the white bars correspond to 1′′, or about 8 kpc at z = 2. The galaxies are approximately sorted from left to right
according to whether their kinematics are rotation-dominated or dispersion-dominated, and from top to bottom according to whether they are disk-like or merger-like
as quantified by our kinemetry (Shapiro et al. 2008). Galaxies observed with the aid of adaptive optics (both at the 50 and 125 mas pixel−1 scales) are indicated by the
yellow rounded rectangles.
(A color version of this figure is available in the online journal.)

technique developed by the SAURON team for analysis of local
galaxies (Krajnović et al. 2006) to applications for high-redshift
studies. It provides a measure of the degree of asymmetry
in the observed velocity and velocity dispersion maps, where
the lower (higher) the asymmetry, the more disk-like (merger-
like) the object. Of the first 11 SINS galaxies classified by
kinemetry, eight are disks and three are mergers (see Shapiro
et al. 2008). This initial set has now been expanded to include the
analysis of four additional sources, two of which are classified as
disk-like and two as merger-like. The kinemetric classification is
reported in Table 9. The resulting fractions of disk- and merger-
like systems is thus 2/3 and 1/3, respectively. The uncertainties
of our method are discussed by Shapiro et al. (2008), to which
we refer for details. Based on these, we expect to correctly
classify ∼89% of disks and ∼80% of mergers, implying that
∼1 of the 10 disks may be misclassified as merger, and ∼1 of
the five mergers may be misclassified as disk.

For the more compact objects or for data sets with lower
S/N, kinemetry is too uncertain or impossible. In those cases,
we sorted the galaxies based on a qualitative assessment of the

asymmetry in the velocity field and dispersion map (essentially,
the same criteria as for our quantitative kinemetry). We find in
this way similar fractions of ∼2/3 of the objects that appear
to have Hα kinematics consistent with rotation in a single
disk, and ∼1/3 with asymmetric or irregular Hα kinematics
suggestive of a merger. We note that for the 15 objects classified
quantitatively, our kinemetry confirmed in all cases our prior
qualitative assessment (see Förster Schreiber et al. 2006a;
Genzel et al. 2006, 2008; Shapiro et al. 2008). As noted in
Section 2, the SINS Hα sample includes three pairs of galaxies at
approximately the same redshift and with projected separations
of ≈ 15–30 kpc. The individual components can in principle be
counted and inspected separately (see Section 9.4) or taken as
three merging systems, but this has little consequences on our
overall classification.

Another important characteristic of galaxies is the amount of
dynamical support provided by rotational/orbital motions and
by turbulent/random motions. Ideally, the distinction between
“rotation-dominated” and “dispersion-dominated” kinematics
would rely on detailed and accurate dynamical modeling, from

Large variety of galaxy kinematics at z~2

Forster Schreiber+09
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Connection between galaxies and AGN：

BPT ★☆: Stacking analysis

Kewley+01

AGN contribution? Different ISM condition?

Yabe et al. 2014
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Connection between galaxies and AGN：

Different ISM condition 
at high redshift?
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[N II]/Hα and [O III]/Hβ ratios seen at high redshift.
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Figure 2. An illustration of the effect of varying different galaxy
parameters on the star-forming galaxy abundance sequence in the
[N II]/Hα versus [O III]/Hβ diagnostic diagram. The original SDSS
star-forming galaxy sequence is well-fit by the red theoretical curve.
Raising the hardness of the ionizing radiation field (orange dashed
line) moves the abundance sequence towards larger [N II]/Hα and
[O III]/Hβ ratios. A similar effect is seen when the electron den-
sity of the gas is raised (green dot-dashed line). The relationship
between ionization parameter, metallicity and the [N II]/Hα and
[O III]/Hβ line ratios is more complex. At high metallicities, rais-
ing the ionization parameter causes the [N II]/Hα ratio to become
smaller, while [O III]/Hβ is largely unaffected. At low metallicities,
raising the ionization parameter raises the [O III]/Hβ ratio while
[N II]/Hα is largely unaffected.

3.2.2. Geometrical distribution of the gas

The geometrical distribution of the gas around the ion-
izing source can be changed by shocked stellar winds.
Stellar winds clear ionized gas from the interior of an H II

region. Because highly ionized species, such as [O III],
form preferentially at the inner radii of H II regions,
shocked stellar winds will lower the effective ionization
parameter of the nebula (Yeh & Matzner 2012).
Our theoretical photoionization models assume a uni-

form medium, where the geometrical distribution of the
gas is approximated by a volume filling factor. In reality,
H II regions may be clumpy and porous. Ultracompact
H II regions in the Milky Way contain a porous interstel-
lar medium (Kurtz et al. 1999; Kim & Koo 2001). Ra-
dio observations indicate that young H II regions in low
metallicity galaxies also have a clumpy and porous dis-
tribution of gas (Johnson et al. 2009). A clumpy, porous
medium allows some ionizing photons to escape the neb-
ula without being absorbed by the interstellar gas. In
this scenario, the effective ionization parameter may be
lowered, depending on the escape fraction and the optical
thickness of the porous medium.
Our models are calculated for radiation-bounded H II

regions. In the radiation-bounded scenario, the model

finishes when hydrogen is completely recombined. If H II

regions are density bounded (i.e. the H II region den-
sity is sufficiently low that the stars can ionize the entire
nebula), the [O III] ionization zone is likely to be largely
unaffected, but the [N II] excitation and Hydrogen re-
combination zones may be shortened. Therefore, the
[O III]/Hβ ratio may be larger, while the [N II]/Hα ratio
will be similar to or smaller than observed in a radiation-
bounded nebula. Since the [O II] zone is shorter in a
density-bounded nebula, the [O III]/[O II] ratio becomes
larger. If radiation-bounded models are applied to such
nebulae, then the larger [O III]/[O II] line ratio would be
interpreted as a high ionization parameter.
Detailed ionization parameter mapping of the H II

regions in nearby galaxies can constrain whether the
H II regions are radiation bounded or density bounded.
A mixture of radiation-bounded and density-bounded
H II regions have been observed in the local group
(Pellegrini et al. 2012). Nakajima et al. (2012) suggest
that Lyman-α emitters at high redshift contain density-
bounded H II regions. It is unclear whether density-
bounded nebulae are common in normal star-forming
galaxies, either locally or at high redshift.
The geometrical distribution issues described above

can be considered in terms of an effective ionization pa-
rameter. We discuss the effect of changing the ionization
parameter on the [N II]/Hα and [O III]/Hβ line ratios in
Section 3.2.5.

3.2.3. The Metallicity Range of Galaxies

The spread in metallicity across a galaxy sample de-
termines the length of the star-forming abundance se-
quence. Galaxy samples that span a small range of
metallicities occupy only a portion of the star-forming
abundance sequence. For example, interacting or merg-
ing galaxies typically have lower central metallicities
due to large-scale gas infall (Kewley et al. 2006a, 2010;
Rupke et al. 2010b; Ellison et al. 2010; Rich et al. 2012;
Scudder et al. 2012). On the other hand, low metallicity
galaxies, such as blue compact dwarfs, occupy the high-
est positions (lowest metallicities) on the star-forming
abundance sequence (Levesque et al. 2010).
The metallicity range of high redshift galaxies is un-

known. Samples selected from rest-frame blue colors or
the Lyman break may be missing a population of faint,
low metallicity galaxies and a population of dusty, metal-
rich star forming galaxies. Gravitationally lensed sam-
ples probe fainter galaxy samples and a broader range
of metallicities, within current instrumentation detection
limits (see Figure 5 in Yuan et al. 2012, for a compari-
son of current instrumentation detection limits for lensed
and non-lensed samples).

3.2.4. The Electron Density

In an isobaric density distribution, the density is de-
fined in terms of the ratio of the mean ISM pressure, P ,
and mean electron temperature, Te, through ne = P

Tek
.

For an ionized gas, the electron temperature is ∼ 104 K
and the density is simply determined by the ISM pres-
sure.
The SDSS abundance sequence is fit by our pho-

toionization models with an electron density of ne =
10− 102 cm−3, typical of local H II regions (Osterbrock
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Figure 1. The Cosmic BPT Diagram for four different redshift
ranges (rows) and our model scenarios (1) and (2). In each panel,
solid lines show our theoretical predictions for the position of the
star-forming abundance sequence (left curves) and the AGNmixing
sequence (right curves). Black and red circles indicate the positions
of gravitationally lensed and magnitude-limited survey galaxies,
respectively. Blue dotted lines indicate the boundaries at z = 0,
for comparison.

We propose that the rise in [O III]/Hβ with redshift
is caused by either (or a combination of): (1) a larger
ionization parameter and a denser interstellar medium
at high redshift, and/or an ionizing SED that contains
a larger fraction of O+-ionizing to H-ionizing photons.
The larger ionization parameter may be related to the
large specific star formation rate observed at high red-
shift (e.g., Noeske et al. 2007). We note that in the lo-
cal galaxies M82 and the Antennae, extremely high ion-
ized gas densities and ionization parameters are found in
clumpy, dense star forming complexes (Smith et al. 2006;
Snijders et al. 2007). The densities and ionization pa-
rameters measured in these dense complexes are similar
to those observed at high redshift (e.g. Rigby et al. 2011,
and references therein). Snijders et al. (2007) shows that
a geometrical model in which several individual star-
forming clumps are embedded in a giant molecular cloud
can reproduce these extreme ISM conditions. We specu-
late that global spectra of our high redshift galaxies may
be dominated by H II regions similar to the clumpy, dense
star-forming regions in the Antennae and M82. It is also
possible that the H II regions at high redshift are pre-

 (3)
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Figure 2. As in Figure 1, but for our model scenarios (3) and
(4). Data at z > 1 are most consistent with scenarios (3) and (4),
in which star-forming galaxies have more extreme ISM conditions
at high redshift.

dominantly matter bounded. In this case, the effective
ionization parameter from our radiation bounded models
would appear larger (see Kewley et al. 2013, for a discus-
sion). In a follow-up paper (Kewley et al. in prep), we
investigate these scenarios in detail.

4. NEW REDSHIFT-DEPENDENT CLASSIFICATION
SCHEME

Figure 2 indicates that the current optical spectral
classification schemes are not suitable for classifying
galaxies at z > 1. Star-forming galaxies are best-fit by
the theoretical models described in Scenarios 3 and 4.
In both of these scenarios, the star-forming abundance
sequence can be reproduced by either (1) an ionizing
radiation field with a larger fraction of O+-ionizing to
H-ionizing photons, and/or (2) a combination of a larger
ionization parameter and a high electron density. We use
the upper curve of our theoretical abundance sequence to
define semi-empirically how the position of the classifi-
cation line may change with redshift:

log([OIII]/Hβ)=
0.61

(log([NII]/Hα)− 0.02− 0.1833 ∗ z)

+1.2 + 0.03 ∗ z (1)

where [O III]/Hβ uses the [O III] λ5007 line and

z~2.5

z~1.5

z~0.8

z~0
Kewley et al. 2013
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Galaxies at high-redshift is dusty!!：
T. Goto et al.: Infrared luminosity functions with the AKARI

Fig. 16. Evolution of TIR luminosity density based on TIR LFs (red circles), 8 µm LFs (stars), and 12 µm LFs (filled triangles). The blue open
squares and orange filled squares are for only LIRG and ULIRGs, also based on our LTIR LFs. Overplotted dot-dashed lines are estimates from
the literature: Le Floc’h et al. (2005), Magnelli et al. (2009), Pérez-González et al. (2005), Caputi et al. (2007), and Babbedge et al. (2006) are in
cyan, yellow, green, navy, and pink, respectively. The purple dash-dotted line shows UV estimate by Schiminovich et al. (2005). The pink dashed
line shows the total estimate of IR (TIR LF) and UV (Schiminovich et al. 2005).

Fig. 17. Contribution of ΩTIR to Ωtotal = ΩUV +ΩTIR is shown as a func-
tion of redshift.

take the contribution of the unabsorbed UV light produced by the
young stars into account. Therefore, it is important to estimate
how significant this UV contribution is.

Schiminovich et al. (2005) find that the energy density mea-
sured at 1500 Å evolves as ∝(1 + z)2.5±0.7 at 0 < z < 1 and
∝(1 + z)0.5±0.4 at z > 1, using the GALEX data supplemented
by the VVDS spectroscopic redshifts. We overplot their UV es-
timate of ρSFR in Fig. 16. The UV estimate is almost a fac-
tor of 10 smaller than the IR estimate at most of the redshifts,

confirming the importance of IR probes when investing the evo-
lution of the total cosmic star formation density. In Fig. 16
we also plot total SFD (or Ωtotal) by adding ΩUV and ΩTIR.
In Fig. 17, we show the ratio of the IR contribution to the total
SFRD of the Universe (ΩTIR/ΩTIR + ΩUV) as a function of red-
shift. Although the errors are large, Fig. 17 agrees with Takeuchi
et al. (2005), and suggests that ΩTIR explains 70% of Ωtotal at
z = 0.25, and that by z = 1.3, 90% of the cosmic SFD is ex-
plained by the infrared. This implies that ΩTIR provides good
approximation of the Ωtotal at z > 1.

5. Summary

We estimated restframe 8 µm, 12 µm, and total infrared luminos-
ity functions using the AKARI NEP-deep data. Our advantage
over previous work is AKARI’s continuous filter coverage in
the mid-IR wavelengths (2.4, 3.2, 4.1, 7, 9, 11, 15, 18, and
24 µm), which allow us to estimate mid-IR luminosity with-
out a large extrapolation based on SED models, which were the
largest uncertainty in previous work. Even for LTIR, the SED fit-
ting is much more reliable thanks to this continuous coverage of
mid-IR filters.

Our findings follow.

– The 8 µm LFs show a strong and continuous evolution from
z= 0.35 to z= 2.2. Our LFs are larger than those of Babbedge
et al. (2006), but smaller than Caputi et al. (2007). The
difference perhaps stems from the different SED models,
highlighting a difficulty in SED modeling at wavelengths
crowded by strong PAH emissions. L∗8 µm shows a continuous
evolution as L∗8 µm ∝ (1+z)1.6±0.2 in the range of 0.48 < z < 2.

Page 11 of 12

Goto et al. 2010

Contribution to SFRD from LIRG/ULIRG increases 
with increasing redshift
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Metallicity of galaxies at high redshift：
The Astrophysical Journal Letters, 771:L19 (6pp), 2013 July 10 Zahid et al.

Figure 1. MZ relation at five epochs ranging to z ∼ 2.3. The curves are fits to the data defined by Equation (4). The solid curves indicate metallicities determined
using the KK04 strong-line method and the dashed curves indicate metallicities converted using the formulae of Kewley & Ellison (2008). Data presented in this figure
can be obtained from H.J.Z. upon request.
(A color version of this figure is available in the online journal.)

binning the data. We sort galaxies into equally populated bins of
stellar mass and plot the median stellar mass and metallicity for
each bin. The MZ relation of Yabe et al. (2012) and Erb et al.
(2006) is determined from stacked spectra sorted by stellar mass.
The errors for the z < 1 data are determined from bootstrapping.
For the z > 1 data, the errors are determined from the dispersion
in the stacked spectra.

We fit the MZ relation using the function defined by
Moustakas et al. (2011). The functional form of the MZ relation
fit is

12 + log(O/H) = Zo − log

[

1 +
(

M∗

Mo

)−γ
]

. (4)

This function is desirable because it is monotonic unlike the
commonly used quadratic fit (e.g., Tremonti et al. 2004; Zahid
et al. 2011) which turns over at high stellar masses. Furthermore,
the parameters of the fit reflect our physical intuition of chemical
evolution and are more straightforward to interpret physically
(see the discussion in the Appendix of Moustakas et al. 2011).
In Equation (4), Zo is the asymptotic metallicity where the
MZ relation flattens, Mo is the characteristic mass where the
MZ relation begins to flatten, and γ is the power-law slope
of the MZ relation for M∗ $ Mo. The fitted value of Zo
is subject to uncertainties in the absolute calibration of the
metallicity diagnostic, though the relative values are robust (see
Section 2.3). We do not probe stellar masses where M∗ $ Mo.
Therefore, the power-law slope of the MZ relation at the low-
mass end, γ , is not well constrained. Table 1 lists the fitted

Table 1
MZ Relation Fit

Sample Redshift Zo log(Mo/M%) γ Calibration

SDSS 0.08 9.121 ± 0.002 8.999 ± 0.005 0.85 ± 0.02 KK04
SHELS 0.29 9.130 ± 0.007 9.304 ± 0.019 0.77 ± 0.05 KK04
DEEP2 0.78 9.161 ± 0.026 9.661 ± 0.086 0.65 ± 0.07 KK04
Y12 1.40 9.06 ± 0.36 9.6 ± 0.8 0.7 ± 1.5 PP04
E06 2.26 9.06 ± 0.27 9.7 ± 0.9 0.6 ± 0.7 PP04

Notes. The sample and median redshift are given in columns 1 and 2,
respectively. The fit parameters from Equation (4) are given in columns 3–5.
Column 6 indicates the strong-line method used for deriving metallicity. We
convert PP04 metallicities to the KK04 calibration using the formulae from
Kewley & Ellison (2008).

parameters. We propagate the observational uncertainties to the
parameter errors.

3.2. Scatter in the MZ Relation

The scatter in the metallicity distribution as a function
of stellar mass and redshift provides important additional
constraints for the chemical evolution of galaxies. In Figure 2
we plot the scatter in the MZ relation. We note that we
have converted the metallicity to linear units for clarity. In
Figures 2(a) and (b), we plot the limits containing the central
85% and 50% of the galaxy metallicity distribution, respectively,
as a function of stellar mass. The errors bars are determined from
bootstrapping the sample distribution. In Figures 2(c) and (d),
we plot the scatter in the MZ relation (defined as the difference
between the upper and lower limits of the 85% and 50% contour,
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Fig. 11.— Comparison of the mass-metallicity relation from the
SDSS (Tremonti et al. 2004) with LIRG and ULIRG abundances
and stellar masses. The average LIRG and ULIRG are significantly
under-abundant, as they are when compared to the L−Z relation.
The dotted lines show 1σ scatter on either side of the mean SDSS
relation, which has been shifted upward by 0.1 dex to account for
aperture effects. Atop this relation are median LIRG and ULIRG
abundances (colored diamonds). The diamond colors represent dif-
ferent emission-line cuts (cut 1, green; cut 2, blue; cut 3, black),
and the sizes represent the dispersion in points (the standard error
in the median). We also plot individual abundance measurements
under the second emission-line cut, randomly distributed in mass
according to the measured mean and standard deviation for LIRGs
and ULIRGs (Pasquali et al. 2005; Dasyra et al. 2006b).

by ∼10%; Sanders & Mirabel 1996). Regardless, our
comparison to M −Z does not depend sensitively on our
choice of LIRG mass. As with the ULIRGs, the mass of
each galaxy is drawn from a Gaussian random distribu-
tion of the proper mean and variance. We assume that
the mean equals one-half the mean for ULIRGs but that
the variance in linear mass space is the same.

The SDSS galaxies to which we compare are primarily
late-type (T04), so their disks presumably have abun-
dance gradients. The physical diameter spanned by the
SDSS spectroscopic fiber is relatively large (3′′, corre-
sponding to 4.6 kpc at 〈z〉 = 0.08). Using trends of
abundance dilution as a function of aperture size gleaned
from the NFGS data (Kewley et al. 2005), we correct the
SDSS abundances upward by 0.1 dex so that they better
approximate nuclear abundances.

The M − Z relation is shown in Figure 11 with the
LIRG and ULIRG points over-plotted. The results are
comparable to those obtained when we compare LIRGs
and ULIRGs to the L−Z relation. LIRGs and ULIRGs
are significantly offset from the M−Z relation, regardless
of the emission-line cut chosen. We also observe a much
larger scatter in the abundances of LIRGs and ULIRGs
than in the reference sample at a similar mass.

In the case of M − Z, the offsets from the mean rela-
tion are unambiguously ones of abundance rather than
mass, since the progenitors of LIRGs and ULIRGs are
massive spirals. In Figure 12, we plot the abundance off-
sets of LIRGs and ULIRGs from the M − Z relation as
a function of infrared luminosity atop the same offsets
computed using the L − Z relation. In each case we use
data that pass the second emission-line cut. The median

Fig. 12.— Difference between the observed abundances in LIRGs
and ULIRGs and the L − Z and M − Z relations, as a function
of infrared luminosity. The (red) thick open diamonds are median
deviations from the M − Z relation. There is excellent qualitative
agreement between the two, though comparison to the M − Z re-
lation yields a slightly larger under-abundance of the LIRGs than
does comparison to the L− Z relation. Refer to Figure 8 for more
details.

offset of ULIRGs from the M − Z relation, 0.4 dex, is
the same as the offset from the L−Z relation (with our
conservative flattening assumption), but the offset from
the M − Z relation is higher for the LIRGs at 0.3 dex
(vs. 0.2 dex from the L − Z relation). The correlation
between LIR and under-abundance may be present in
the M − Z offsets as it is in the L − Z offsets, but the
observed trend is weaker and not significant. Neverthe-
less, given the systematic uncertainties in abundance di-
agnostic calibrations, individual luminosity corrections,
individual masses, and the exact shape of the L − Z re-
lation, we conclude that the L−Z and M −Z offsets are
in good agreement with one another.

6. EFFECTIVE YIELD

Using our measurements of the gas-phase abundances
of oxygen in LIRGs and ULIRGs, we are able to com-
pute effective yields. The true yield p is the fraction
of the mass of a generation of stars that is converted
into a heavy element (in this case, oxygen) and returned
to the ISM. More precisely, for a given stellar gener-
ation, p refers to the total mass of a heavy element
produced by massive, short-lived stars normalized by
the mass locked up in long-lived stars and stellar rem-
nants. The related quantity of effective yield is defined
as peff ≡ Z / ln(µ−1

g ), where µg ≡ Mgas/[Mgas+Mstars]
is the gas mass fraction and Z ≡ Mheavy element/Mgas.
The effective yield provides information on the chemical
history of the galaxy through comparison with detailed
evolutionary models. In the case of a ‘closed-box’ model
with instantaneous recycling, the effective yield equals
the true yield (p = peff ).

The effective yield is more sensitive to the chemical his-
tory of galaxies than the M − Z relation alone, since it
also incorporates information about the present gas con-
tent of the galaxy. Star formation increases a galaxy’s ef-
fective yield until it asymptotically reaches the true yield,

Rupke+2008

Metallicity of galaxies at high redshift：

The fundamental metallicity relation 2117

the other properties of galaxies. We extracted from the literature
three samples of galaxies at intermediate redshifts, for a total of
182 objects, having published values of emission-line fluxes, M!,
and dust extinction: 0.5 < z < 0.9 (Savaglio et al. 2005, GDDS
galaxies), 1.0 < z < 1.6 (Shapley et al. 2005; Liu et al. 2008; Epinat
et al. 2009; Wright et al. 2009) and 2.0 < z < 2.5 (Förster Schreiber
et al. 2009; Law et al. 2009; Lehnert et al. 2009). The same pro-
cedure used for the SDSS galaxies was applied to these galaxies.
Metallicity is estimated either from R23 or from [N II]λ6584/Hα,
depending on which lines are available. AGNs are removed using
the BPT diagram (Kauffmann et al. 2003a) or, when [O III]λ5007
and Hβ are not available, by imposing log([N II]λ6584/Hα) < −0.3.
The [N II]λ6584 line, which is usually much fainter than Hα, is not
detected in several galaxies, but removing these galaxies from the
sample would bias it towards high metallicities. For these objects
we have assumed a value of the intrinsic [N II]λ6584 flux which
is half of the upper limiting flux. When necessary, the published
M! have been converted to a Chabrier (2003) IMF. For galaxies
without observations of both Hα and Hβ, dust extinction is es-
timated from spectral energy distribution (SED) fitting, and we
assume that continuum and the emission lines suffer the same ex-
tinction. In local starburst, lines often suffer of higher extinctions
[AV (lines) ∼ 2.3AV (SED) according to Calzetti et al. (2000)]. We
have checked that the inclusion of this effect would have little effect
on the final relations and on the conclusions of this paper.

Erb et al. (2006) have observed a large sample of 91 galaxies at
z ∼ 2.2. Metallicities have been measured only on average spectra
stacked according to M!, which has the results of mixing galaxies of
different SFRs. Despite this problem, no systematic differences in
metallicity are detected with respect to the other galaxies measured
individually, and the Erb et al. (2006) galaxies are included in the
high-redshift sample, although without binning them with the rest
of the galaxies.

2.3 z = 3–4

A significant sample of 16 galaxies at redshift between 3 and 4 was
observed by Maiolino et al. (2008) and Mannucci et al. (2009) for the

LSD and AMAZE projects. Published values of stellar masses, line
fluxes and metallicities are available for these galaxies, which can be
compared with lower redshift data. The same procedure as at lower
redshift was used, with the exception that SFR is estimated from Hβ

after correction for dust extinction, and metallicities are measured
by a simultaneous fitting of the line ratios involving [O II]λ3727,
Hβ and [O III]λ4958, 5007, as described in Maiolino et al. (2008).

3 TH E M A S S – M E TA L L I C I T Y R E L AT I O N
AS A FUNCTION OF SFR

The grey-shaded area in the left-hand panel of Fig. 1 shows the
mass–metallicity relation for our sample of SDSS galaxies. Despite
the differences in the selection of the sample and in the measure
of metallicity, our results are very similar to what has been found
by Tremonti et al. (2004). The metallicity dispersion of our sam-
ple, ∼0.08 dex, is somewhat smaller to what have been found by
these authors, ∼0.10 dex, possibly due to different sample selec-
tions and metallicity calibration. The fourth-order polynomial fit to
the median mass–metallicity relation is

12 + log(O/H) = 8.96 + 0.31m − 0.23m2

− 0.017m3 + 0.046m4, (1)

where m = log(M!) − 10 in solar units.
We have computed the median metallicity of SDSS galaxies for

different values of SFR. Median has been computed in bins of mass
and SFR of 0.15 dex width in both quantities. On average, each bin
contains 760 galaxies, and only bins containing more than 50 galax-
ies are considered. The left-hand panel of Fig. 1 also shows these
median metallicities as a function of M!. It is evident that a system-
atic segregation in SFR is present in the data. While galaxies with
high M! [log(M!) > 10.9] show no correlation between metallicity
and SFR, at low M! more active galaxies also show lower metallic-
ity. The same systematic dependence of metallicity on SFR can be
seen in the right-hand panel of Fig. 1, where metallicity is plotted as
a function of SFR for different values of mass. Galaxies with high

Figure 1. Left-hand panel: the mass–metallicity relation of local SDSS galaxies. The grey-shaded areas contain 64 and 90 per cent of all SDSS galaxies, with
the thick central line showing the median relation. The coloured lines show the median metallicities, as a function of M!, of SDSS galaxies with different
values of SFR. Right-hand panel: median metallicity as a function of SFR for galaxies of different M!. At all M! with log(M!) < 10.7, metallicity decreases
with increasing SFR at constant mass.

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 408, 2115–2127
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Metallicity calibration with optical lines：

caused by the different H ii region abundance sets that were used
to calibrate the original P01 method and the updated version in
P05.

The direct Temethod is available for only 546/27,730 (2%) of
the galaxies in our SDSS sample. The [O iii] k4363 line is weak
and is usually only observed in metal-poor galaxies. The SDSS
catalog contains very few metal-poor galaxies because they are
intrinsically rare, compact, and faint (e.g., Terlevich et al. 1991;
Masegosa et al. 1994; van Zee 2000). Panel (10) of Figure 1
shows that a total of 477 Temetallicities is insufficient to obtain a
clear M-Z relation. Because we are unable to fit an M-Z relation
using Temetallicities, we do not consider the Temethod further in
this work.

The scatter in the M-Z relation is large for all metallicity cal-
ibrations; the rms residual about the line of best fit is 0.08–0.13.
The cause of the scatter in the M-Z relation is unknown. Our
comparison between the different metallicity calibrations shows
that differing the ionization parameter among galaxies does not
cause or contribute to the scatter. The ionization parameter is
explicitly calculated and taken into account in some metallicity
diagnostics (KD02; KK04; M91), but we do not see a reduction
in scatter for these methods. A full investigation into the scatter
in theM-Z relationwill be presented in S. L. Ellison et al. (2008, in
preparation).

We directly compare the best-fit M-Z curves for the nine
strong-line calibrations in Figure 2, including both P01 and P05.
The top panel shows the rms scatter in metallicity about themean
inmass bins of width!log (M /M!) ¼ 0:2. Themajor difference
between the M-Z curves is their position along the y-axis. The
curves with the largest y-intercept are all photoionization model
based (KK04; Z94; KD02; T04; M91). Among these photo-
ionization model metallicities, the agreement is #0.2 dex. This
agreement is within the margin of error typically cited for these
calibrations (#0.1–0.15 dex for each calibration). Some calibra-
tions consistently agree to within 0.1 dex (e.g., KK04 and Z94;
KD02 and M91). Comparisons between metallicities calculated
using these consistentmethods, such asKD02 andM91, are likely
to be reliable to within 0.1 dex. However, comparisons between
methods that show large disagreement (such as KK04 and P05)
will be contaminated by the large systematic discrepancy between
the calibrations.

The lowest curves in Figure 2 are the M-Z relations derived
using the empirical methods (i.e., P01, P05, and the two PP04
methods). These empirical methods are calibrated predominantly
via fits of the relationship between strong-line ratios and H ii re-
gion Te metallicities. There is considerable variation among the

y-intercept of these Te-basedM-Z relations; the P05method gives
metallicities that are #0.4 dex below the PP04 methods at the
highest masses, despite the fact that both methods are predom-
inantly based on H ii regions with Te metallicities. At the lowest
stellar masses, this difference disappears. The difference between
the empirical methods may be attributed to the different H ii re-
gion samples used to derive the calibrations. At the highest met-
allicities, the PP04methods utilize four H ii regions with detailed

TABLE 2

Robust Fits to the M-Z Relations for the Nine Strong-Line Metallicity Calibrations

ID a b c d rms Residuals

T04 ........................ $0.694114 1.30207 0.00271531 $0.00364112 0.12

Z94 ........................ 72.0142 $20.6826 2.22124 $0.0783089 0.13

KK04..................... 27.7911 $6.94493 0.808097 $0.0301508 0.10

KD02..................... 28.0974 $7.23631 0.850344 $0.0318315 0.10
M91....................... 45.5323 $12.2469 1.32882 $0.0471074 0.11

D02........................ $8.71120 4.15003 $0.322156 0.00818179 0.08

PP04 O3N2........... 32.1488 $8.51258 0.976384 $0.0359763 0.10
PP04 N2................ 23.9049 $5.62784 0.645142 $0.0235065 0.09

P01 ........................ 91.6457 $25.9355 2.67172 $0.0909689 0.12

P05 ........................ 41.9463 $10.3253 1.04371 $0.0347747 0.13

Note.—Robust fits are of the form y ¼ aþ bxþ bx2 þ bx3, where y ¼ log (O/H)þ 12 and x ¼ logM , whereM is the
stellar mass in solar units.

Fig. 2.—Robust best-fitM-Z relations calculated using the different metallicity
calibrations listed in Table 1, except the Te method. The top panel shows the rms
scatter inmetallicity about the best-fit relation for each calibration in 0.1 dex bins of
stellar mass. The y-axis offset, shape, and scatter of the M-Z relation differ sub-
stantially, depending on which metallicity calibration is used.
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factor ’’ or ‘‘ excitation parameter ’’ to correct the observed
R23 for ionization parameter, such as in Pilyugin (2000);
Charlot & Longhetti (2001). We prefer to estimate the ion-
ization parameter explicitly, based upon the
theoretical models.

4.4. The S23 Diagnostic Diagram

Our calibration of the ratio ([S ii] !!6717, 6731 +[S iii]
!!9069, 9532)/H" (popularly known as S23) is shown in

Figure 6. Again, we fit fourth-order polynomials defined as
in equation (4), and the coefficients are given in Table 3.

As is the case in all such ratios of forbidden to recombina-
tion lines, the S23 ratio has a maximum at a certain metal-
licity, and therefore it is two valued at all other metallicities.
For this particular ratio the maximum occurs at a somewhat
higher abundance than for the R23 ratio; at metallicities of
roughly solar [log ðO=HÞ þ 12 $ 8:8]. Again, to raise the
degeneracy in the solutions, an initial guess of the metal-
licity must first be obtained from an alternative diagnostic.

S23 is quite dependent on ionization parameter for all
metallicities, and therefore the ionization parameter derived
from the [S iii]/[S ii] diagnostic should be used to eliminate
this as a free variable.

4.5. The ½N ii&=H#Diagnostic Diagram

In the absence of other emission lines, the [N ii]/H# line
ratio can be used as a crude estimator of metallicity. Note
that the [N ii]/H# ratio is particularly sensitive to shock
excitation or the presence of a hard ionizing radiation field,
from an AGN. The presence of strong shock excitation or
an AGN will increase the [N ii]/H# ratio and cause the
abundances determined to be artificially high. If the [N ii]/
H# ratio is to be used, standard optical diagnostic diagrams
should first be applied to rule out the possibility of the pres-
ence of an AGN or shocked excitation. We recommend the
use of the Kewley et al. (2001b) optical diagnostics since
these are based on the same theoretical models used here
and have been shown to be more reliable than the previous
semiempirical method of Veilleux &Osterbrock (1987).

Our calibration of this ratio is shown in Figure 7, with
polynomial fits as in equation (4) and coefficients given in
Table 3.

At very low metallicity, this ratio scales simply as the
nitrogen abundance, to first order. However, it is known
that in this metallicity regime, the nitrogen abundance
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factor ’’ or ‘‘ excitation parameter ’’ to correct the observed
R23 for ionization parameter, such as in Pilyugin (2000);
Charlot & Longhetti (2001). We prefer to estimate the ion-
ization parameter explicitly, based upon the
theoretical models.

4.4. The S23 Diagnostic Diagram

Our calibration of the ratio ([S ii] !!6717, 6731 +[S iii]
!!9069, 9532)/H" (popularly known as S23) is shown in

Figure 6. Again, we fit fourth-order polynomials defined as
in equation (4), and the coefficients are given in Table 3.

As is the case in all such ratios of forbidden to recombina-
tion lines, the S23 ratio has a maximum at a certain metal-
licity, and therefore it is two valued at all other metallicities.
For this particular ratio the maximum occurs at a somewhat
higher abundance than for the R23 ratio; at metallicities of
roughly solar [log ðO=HÞ þ 12 $ 8:8]. Again, to raise the
degeneracy in the solutions, an initial guess of the metal-
licity must first be obtained from an alternative diagnostic.

S23 is quite dependent on ionization parameter for all
metallicities, and therefore the ionization parameter derived
from the [S iii]/[S ii] diagnostic should be used to eliminate
this as a free variable.

4.5. The ½N ii&=H#Diagnostic Diagram

In the absence of other emission lines, the [N ii]/H# line
ratio can be used as a crude estimator of metallicity. Note
that the [N ii]/H# ratio is particularly sensitive to shock
excitation or the presence of a hard ionizing radiation field,
from an AGN. The presence of strong shock excitation or
an AGN will increase the [N ii]/H# ratio and cause the
abundances determined to be artificially high. If the [N ii]/
H# ratio is to be used, standard optical diagnostic diagrams
should first be applied to rule out the possibility of the pres-
ence of an AGN or shocked excitation. We recommend the
use of the Kewley et al. (2001b) optical diagnostics since
these are based on the same theoretical models used here
and have been shown to be more reliable than the previous
semiempirical method of Veilleux &Osterbrock (1987).

Our calibration of this ratio is shown in Figure 7, with
polynomial fits as in equation (4) and coefficients given in
Table 3.

At very low metallicity, this ratio scales simply as the
nitrogen abundance, to first order. However, it is known
that in this metallicity regime, the nitrogen abundance
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shows a lot of scatter relative to the oxygen abundance,
since the nitrogen abundance is much more sensitive to
the history of star formation in the galaxy considered. As
a result, this ratio is probably not very useful to estimate
oxygen abundance except as a means of determining the
solution branch for the later application of a ratio such
as R23. When the secondary production of nitrogen dom-
inates, at somewhat higher metallicity, the [N ii]/H! line
ratio continues to increase, despite the decreasing electron
temperature. Eventually, at still higher metallicities, nitro-
gen becomes the dominant coolant in the nebula, and the
electron temperature falls sufficiently to ensure that the
nitrogen line weakens with increasing metallicity. Since
the [N ii] line is produced in the low-excitation zone of
the H ii region, [N ii]/H! is also sensitive to ionization
parameter.

4.6. The ½N ii"=½O iii"Diagnostic Diagram

The advantage of using [N ii] and [O iii] lines is that they
are unaffected by absorption lines originating from underly-
ing stellar populations, they lie close to Balmer lines that
can be used to eliminate errors due to dust reddening, and
they are both strong and easily observable in the optical.
Both empirical and theoretical relationships for the [N ii]/
[O iii] ratio as a function of oxygen abundance currently
exist (e.g., Considère et al. 2000).

Our calibration of the [N ii]/[O iii] ratio is shown in
Figure 8. The fourth-order polynomial fit coefficients are
given in Table 3.

Because the two ions have quite different ionization
potentials, the [N ii]/[O iii] ratio depends strongly on the
ionization parameter. Thus, if this diagnostic is to be use-
ful for abundance determinations, it must be used in
combination with an independent ionization parameter
diagnostic. However, if the [O ii] or [S ii], and [S iii] lines

are available to determine the ionization parameter, then
it would make more sense to use either the [N ii]/[O ii]
or [N ii]/[S ii] abundance diagnostics rather than this
one.

4.7. Abundance and Ionization Parameter
from These Line Ratios

Since, in real data sets, we may have available only some
of these line ratios, we have summarized in Figure 9 a logical
process whereby as many estimates of both the chemical
abundance and ionization parameters as are compatible
with the data set can be obtained using the techniques
described in this section. The process can be automated, and
an IDL script to do this is available on request from the first
author (L. J. K.). However, we will describe a more direct
method for the derivation of these parameters, in x 7 below.
From the comparative analysis with other authors’ techni-
ques which follows, we are confident that this new technique
will provide the most reliable abundance estimates currently
possible.

5. COMPARISON WITH OTHER
BRIGHT-LINE TECHNIQUES

5.1. Comparison Data

Most of the data sets previously used to compare and cali-
brate abundance diagnostics had been selected in different
and heterogeneous ways: some by galaxy (brightest H ii
regions, or brightest disk H ii regions), some by objective
prism searches (which are biased toward strong [O iii]
""4959, 5007), some by Galaxy type (such as dwarf irregu-
lars). These different data sets are reflected in the differences
between the various calibrations of abundance. Care must
be taken therefore when comparing different abundance
diagnostics to take into account biases (if any) introduced
by the comparison data.

We chose to use observations of H ii regions available
from the large and homogeneous data set of van Zee et al.
(1998). These authors observed 185 H ii regions in 13 spiral
galaxies with the Double Spectrograph on the Palomar 5 m
telescope. These data have the additional advantage of cov-
ering a large range in metallicity and ionization parameter,
as was shown in Dopita et al. (2000).

Since [S iii] measurements are not available for the van
Zee H ii regions, we have also used two additional data sets
for the S23 diagnostic; Dennefeld & Stasińska (1983) and
Kennicutt & Garnett (1996). These also cover a wide range
in ionization parameter and metallicity. Using the ESO
3.6 m telescope, Dennefeld & Stasińska (1983) observed
#40 H ii regions in the Magellanic Clouds and the Galaxy,
while Kennicutt & Garnett (1996) observed a similar num-
ber of H ii regions in M101 using the 2.1 m telescope at Kitt
Peak.

5.2. Comparison Techniques for Deriving Abundance

As discussed in x 1, a wide number of empirical and semi-
empirical approaches already exist for the determination of
abundances in H ii regions. We compare three of the most
commonly used calibrations produced by McGaugh (1991,
hereafter M91), Zaritsky, Kennicutt, & Huchra (1994, here-
after Z94), and Charlot & Longhetti (2001, hereafter C01)
with the results produced by our proposed theoretical
diagnostics.
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very difficult to observe. Second, at high metallicity, the
lower electron temperature gives fewer thermal electrons of
high energy, leading to a strong decrease in the number of
collisional excitations of the blue [O ii] lines (which has a rel-
atively high threshold energy for excitation) relative to the
lower energy [N ii] lines.

For Z < 0:5 Z! [log ðO=HÞ þ 12 < 8:6], the metallicity
dependence of the [N ii]/[O ii] ratio is lost because nitrogen
(like oxygen) is predominantly a primary nucleosynthesis
element in this metallicity range. In addition, the nitrogen-
to-oxygen abundance ratio shows large scatter from object
to object. In this regime, nitrogen production increases as a
function of time since the bulk of the star formation
occurred (Edmunds & Pagel 1978; Matteucci & Tosi 1985;
Dopita et al. 1997). Therefore, for a sample of H ii regions,
the varying age distribution of the stellar population from
object to object will cause scatter in the N/O ratios
observed. Good evidence for the primary dependence of
nitrogen at low abundances can be found in Figure 4 of
Considère et al. (2000), in which log ðN=OÞ derived from a
large sample of H ii regions is compared with the expected
relations for a primary, secondary, and primary + secon-
dary origin for nitrogen production (Vila-Costas &
Edmunds 1993).

We conclude that [N ii]/[O ii] provides an excellent abun-
dance diagnostic for Z > 0:5 Z!, but this ratio cannot be
used at lower abundances.

For Z > 0:5 Z!, the curves in Figure 3 can be fitted by a
simple quadratic, facilitating abundance determination
using the [N ii]/[O ii] ratio, i.e.,

log ðO=HÞ þ 12 ¼ log ½1:54020þ 1:26602 R

þ 0:167977 R2' þ 8:93 ; ð5Þ

where R is log ð[N ii]/[O ii]), and log ðO=HÞ þ 12 must be
(8.6 for this formula to give a reliable abundance.

Given the large separation in wavelength between the
[O ii] !!3726, 3729 and [N ii] !6584 lines, the size and accu-
racy of determination of the reddening correction remains a
concern in the use of this diagnostic. However, we will show
in x 6 that reddening correction using the Balmer decrement
and the classical reddening curves provides an adequate
accuracy for the use of the [N ii]/[O ii] ratio in abundance
determination. If there was any grounds for concern about
the reddening correction used, then a direct measurement of
the [O ii] !!3726, 3729 to H" and [N ii] !6584 to H# ratios
followed by a correction using the theoretical Case B H" to
H# ratio ()11) would provide an adequate reddening cor-
rection. An uncorrected reddening of E(B*V ) of 0.5 will
cause the abundance to be overestimated by roughly 0.5 dex
in log ðO=HÞ þ 12.

4.2. The ½N ii'=½S ii'Diagnostic Diagram

Our calibration of [N ii] !6584/[S ii] !!6717, 6731 is
shown in Figure 4.

As in other diagrams, the smooth curves are fourth-order
polynomial fits defined as in equation (4), and the coeffi-
cients are given in Table 3.

At high metallicity, nitrogen is a secondary nucleosynthe-
sis element and sulphur is a primary #-process element.
Both lines are close to each other in wavelength, and there-
fore have similar excitation potentials. At high metallicity,
therefore, this line ratio is a function of metallicity thanks

primarily to the different nucleogenic status of the two ele-
ments. At low metallicity, both the elements are primary
and the ratio becomes insensitive to metallicity. This diag-
nostic is not as useful as [N ii]/[O ii] for the determination of
abundance, but it has the advantage of being far less
sensitive to reddening. As [N ii]/[S ii] is also dependent on
ionization parameter, one of the ionization parameter diag-
nostics should be used in combination with this diagnostic.

4.3. The R23 Diagnostic Diagram

Since they were first introduced by Pagel et al. (1979),
diagnostics based on the so-called R23 ratio, defined as
R23 ¼ ð[O ii] !3727þ ½O iii] !!4959, 5007)/H$, have found
extensive application in the literature. Examples include
Alloin et al. (1979), Edmunds & Pagel (1984), McCall et al.
(1985), Dopita & Evans (1986), Pilyugin (2000, 2001),
McGaugh (1991), and Charlot & Longhetti (2001). As
explained in x 1,R23 is sensitive to abundance but is two-val-
ued as a function of metallicity, reaching a maximum at
somewhat less than solar abundance (see Fig. 5). The
smooth curves are fourth-order polynomial fits to the mod-
els for each ionization parameter defined as in equation (4),
with coefficients listed in Table 3.

Because this ratio is two-valued with metallicity, the key
problem associated with the use of this diagnostic to derive
abundance is to determine which solution branch applies.
This is best determined by the use of an initial guess of the
metallicity based on an alternative diagnostic such as
[N ii]/[O ii].

As has been shown in many previous studies,R23 depends
on the ionization parameter, particularly for Z < 0:5 Z!,
but is less sensitive to metallicity in these ranges.

With such a diagnostic, a narrow range of possible ioniza-
tion parameters can be found using an ionization parameter
sensitive ratio such as [O iii]/[O ii] and then solving for met-
allicity. Other methods have used an empirical ‘‘ correction
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Metallicity calibration with FIR FSLs：
A&A 526, A149 (2011)

Fig. 3. Predicted emission-line flux ratio of [O]51.80/[N]57.21 as a
function of gas metallicity. Blue and red lines denote the models with
U = 10−2.5 and 10−1.5, and solid and dashed lines denote the models
with nH = 101.0 cm−3 and 103.0 cm−3, respectively. The flux ratio ob-
served in M 82 and in the Antennae galaxy is shown by black horizontal
line (these two galaxies show very similar [O]51.80/[N]57.21 flux
ratios; see Table 5). The x-range of this horizontal line corresponds to
the inferred metallicity range for M 82 and the Antenna galaxy.

Fig. 4. Same as Fig. 3 but for the flux ratio of [O]88.33/[N]57.21.

for this dependence. These two flux ratios are also sensitive
to metallicity, which is partly due to the metallicity-dependent
SED of the ionizing photons (Fig. 1). Therefore an iterative pro-
cess is required to estimate the metallicity of galaxies by using
the diagnostic diagrams given in Figs. 5 and 6. Which is the
more appropriate U-sensitive flux ratio to correct for the ion-
ization parameter effects on the metallicity determination de-
pends on the specific case. The [Ne]12.81 and [Ne]15.55
emission lines are moderately strong in star-forming galaxies
and have been observed by Spitzer in many galaxies (e.g., Dale
et al. 2006), and their flux ratio has only a slight dependence
on the gas density, as shown in Fig. 6. However, these lines
are more affected by dust extinction effect with respect to the
metallicity diagnostic emission lines, [O]51.80, [O]88.33,
and [N]57.21. In contrast, [N]57.21 and [N]121.7 do not
suffer significant dust extinction. However, the expected emis-
sivity of [N]121.7 is low, which makes its measurement chal-
lenging. In Fig. 7 we also plot the same U-sensitive flux ra-
tios, [Ne]12.81/[Ne]15.55 and [N]121.7/[N]57.21 as a
function of the density-sensitive flux ratio [N]121.7/[N]205.4,

Fig. 5. Same as Fig. 3 but for the flux ratio of ([O]51.80+
[O]88.33)/[N]57.21. Note the much lower dependence on the gas
density, which makes this ratio particularly suited to measure the gas
metallicity.

instead of [O]51.80/[O]88.33. Since the [N]205.4 emis-
sion is very faint and at a very long wavelength, it is very dif-
ficult to study with Herschel and SPICA, though its detection
should be feasible with ALMA.

3.3. Dependences on the stellar age

All emission-line flux ratios shown in Figs. 3−7 are calculated
by adopting constant star-formation SEDs with an age of 1 Myr.
However, it should be verified whether the predicted flux ratios
depend on the age of the stellar population, because the adopted
age (1 Myr) seems too young compared to the typical age of
star-forming galaxies in general. Cid Fernandes et al. (2003) in-
vestigated stellar populations of nearby starburst galaxies and
reported that the typical starburst age is ∼107.0−7.5 yr. More re-
cently, Rodríguez Zaurín et al. (2010) studied stellar populations
of low-z ULIRGs, finding similar age ranges. It is therefore im-
portant to examine how the emission-line diagnostics studied in
this work depend on the age of the stellar populations used for
the input SED.

We calculated the emission-line flux ratios of ([O]51.80+
[O]88.33)/[N]57.21 and [N]121.7/[N]57.21 by adopting
the input SED of stellar populations with ages of 3, 10, and
30 Myr in addition to our default value (1 Myr). Figure 8 shows
the results of the age dependences of those two diagnostics. The
flux ratio of ([O]51.80+[O]88.33)/[N]57.21 changes by
less than 30% in the range 1−30 Myr, which is negligible com-
pared with the metallicity dependence of this flux ratio shown in
Fig. 5. The age dependence is not significant either for the flux
ratio [N]121.7/[N]57.21.

These results are due to the fact that the SED shape signif-
icantly changes as a function of the stellar-population age (for
the range of 1−30 Myr) only at λ > 3000 Å (see Fig. 8 in
Leitherer et al. 1999), when the constant star-formation history is
assumed. The SED at shorter wavelengths does not significantly
depend on the starburst age, because in that wavelength range it
is dominated by emission from massive stars. Since the ioniza-
tion structure in H regions is mostly determined by ultraviolet
photons (whose SED is not sensitive to the stellar-population
age), the flux ratios of H-region lines are consequently insen-
sitive to the starburst age. These situation may be completely
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with nH = 101.0 cm−3 and 103.0 cm−3, respectively. The flux ratio ob-
served in M 82 and in the Antennae galaxy is shown by black horizontal
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ratios; see Table 5). The x-range of this horizontal line corresponds to
the inferred metallicity range for M 82 and the Antenna galaxy.
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for this dependence. These two flux ratios are also sensitive
to metallicity, which is partly due to the metallicity-dependent
SED of the ionizing photons (Fig. 1). Therefore an iterative pro-
cess is required to estimate the metallicity of galaxies by using
the diagnostic diagrams given in Figs. 5 and 6. Which is the
more appropriate U-sensitive flux ratio to correct for the ion-
ization parameter effects on the metallicity determination de-
pends on the specific case. The [Ne]12.81 and [Ne]15.55
emission lines are moderately strong in star-forming galaxies
and have been observed by Spitzer in many galaxies (e.g., Dale
et al. 2006), and their flux ratio has only a slight dependence
on the gas density, as shown in Fig. 6. However, these lines
are more affected by dust extinction effect with respect to the
metallicity diagnostic emission lines, [O]51.80, [O]88.33,
and [N]57.21. In contrast, [N]57.21 and [N]121.7 do not
suffer significant dust extinction. However, the expected emis-
sivity of [N]121.7 is low, which makes its measurement chal-
lenging. In Fig. 7 we also plot the same U-sensitive flux ra-
tios, [Ne]12.81/[Ne]15.55 and [N]121.7/[N]57.21 as a
function of the density-sensitive flux ratio [N]121.7/[N]205.4,

Fig. 5. Same as Fig. 3 but for the flux ratio of ([O]51.80+
[O]88.33)/[N]57.21. Note the much lower dependence on the gas
density, which makes this ratio particularly suited to measure the gas
metallicity.

instead of [O]51.80/[O]88.33. Since the [N]205.4 emis-
sion is very faint and at a very long wavelength, it is very dif-
ficult to study with Herschel and SPICA, though its detection
should be feasible with ALMA.

3.3. Dependences on the stellar age

All emission-line flux ratios shown in Figs. 3−7 are calculated
by adopting constant star-formation SEDs with an age of 1 Myr.
However, it should be verified whether the predicted flux ratios
depend on the age of the stellar population, because the adopted
age (1 Myr) seems too young compared to the typical age of
star-forming galaxies in general. Cid Fernandes et al. (2003) in-
vestigated stellar populations of nearby starburst galaxies and
reported that the typical starburst age is ∼107.0−7.5 yr. More re-
cently, Rodríguez Zaurín et al. (2010) studied stellar populations
of low-z ULIRGs, finding similar age ranges. It is therefore im-
portant to examine how the emission-line diagnostics studied in
this work depend on the age of the stellar populations used for
the input SED.

We calculated the emission-line flux ratios of ([O]51.80+
[O]88.33)/[N]57.21 and [N]121.7/[N]57.21 by adopting
the input SED of stellar populations with ages of 3, 10, and
30 Myr in addition to our default value (1 Myr). Figure 8 shows
the results of the age dependences of those two diagnostics. The
flux ratio of ([O]51.80+[O]88.33)/[N]57.21 changes by
less than 30% in the range 1−30 Myr, which is negligible com-
pared with the metallicity dependence of this flux ratio shown in
Fig. 5. The age dependence is not significant either for the flux
ratio [N]121.7/[N]57.21.

These results are due to the fact that the SED shape signif-
icantly changes as a function of the stellar-population age (for
the range of 1−30 Myr) only at λ > 3000 Å (see Fig. 8 in
Leitherer et al. 1999), when the constant star-formation history is
assumed. The SED at shorter wavelengths does not significantly
depend on the starburst age, because in that wavelength range it
is dominated by emission from massive stars. Since the ioniza-
tion structure in H regions is mostly determined by ultraviolet
photons (whose SED is not sensitive to the stellar-population
age), the flux ratios of H-region lines are consequently insen-
sitive to the starburst age. These situation may be completely
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Figure 5. Evolution of the mass–metallicity relation from z = 0.07 (Kewley & Ellison 2008) to z = 0.7 (Savaglio et al. 2005), z = 2.2 (Erb et al. 2006a)
and z = 3–4 (AMAZE+LSD). All data have been calibrated to the same metallicity scale and IMF (Chabrier 2003) in order to make all the different results
directly comparable. Turquoise empty dots show the AMAZE galaxies, blue solid dots the LSD galaxies. The solid square shows the ‘average’ LSD galaxy,
having average mass and composite spectrum (see Fig. 4). The lines show quadratic fits to the data, as described in the text.

individual galaxies, as discussed in Maiolino et al. (2008), but this
is the evolution of the average metallicity of the galaxies contribut-
ing to a significant fraction of the SF activity at their redshifts. The
observed evolution implies that galaxies with relatively high stellar
masses [log (M/M!) = 9–11] and low metallicity are already in
place at z > 3, and this can be used to put strong constraints on the
processes dominating galaxy formation.

While stellar mass, based on integrated photometry, is repre-
sentative of the full galaxy, metallicity is possibly dominated by
the central, brightest regions. The presence of metallicity gradients
could have some influence on the observed mass–metallicity re-
lation. These aperture effects are present at any redshift: even at
z ∼ 0, galaxy spectra from Sloan Digital Sky Survey (SDSS) refer
to the central few arcsec of the galaxies. In most models, the central
brightest part of the galaxies are also the most metal rich, therefore,
the use of total metallicities for our LSD galaxies is expected to
produce an even larger evolution.

The effect of ‘downsizing’ (Cowie et al. 1996) on chemical en-
richment is expected to produce differential evolution related to
stellar mass. Stronger evolution for low-mass galaxies is observed
from z = 0 to 2.2 (see Fig. 5). The observed spread of the distribution
and the uncertainties on the single points still make it impossible to
see if such an effect is already in place between z = 2.2 and 3–4.
Constraints on this effect can be derived when the full AMAZE data
sample will be presented.

Using the same representation as in Maiolino et al. (2008), we fit
the evolution of the mass–metallicity relation with a second-order

polynomial:

Z = A[log(M∗) − log(M0)]2 + K0,

where A = −0.0864 and M0 and K0 are the free parameters
of the fit. By using the LSD and AMAZE galaxies, we derive
log (M0) = 12.28 and K0 = 8.69. The values of M0 and K0 for the
samples at lower redshifts can be found in Maiolino et al. (2008),
and can be converted to the present system by subtracting log(1.7)
to M0.

Several published models of galaxy formation (e.g. de Rossi,
Tissera & Scannapieco 2007; Kobayashi, Springel & White 2007)
cannot account for such a strong evolution. The physical reason
for this can be due to some inappropriate assumption, for example
about feedback processes or merging history. When taken at face
value, some other models (e.g. Brooks et al. 2007; Tornatore et al.
2007) provide a better match with the observations, but a mean-
ingful comparison can only be obtained by taking into account all
the selection effects and observational biases, and by comparing
not only stellar mass and metallicity but also all the other relevant
parameters, such as dynamical mass, angular momentum, gas frac-
tion, SFR, morphology and size (see, for example, Calura et al.
2009).

In fact, it is important to emphasize that the galaxy samples used
for Fig. 5 change with redshift. In the Tremonti et al. (2004) work,
the local SDSS galaxies under study constitute an almost complete
census of the local star-forming galaxies, and the derived mass–
metallicity relation shows the average properties of the sample. At
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Figure 5. Evolution of the mass–metallicity relation from z = 0.07 (Kewley & Ellison 2008) to z = 0.7 (Savaglio et al. 2005), z = 2.2 (Erb et al. 2006a)
and z = 3–4 (AMAZE+LSD). All data have been calibrated to the same metallicity scale and IMF (Chabrier 2003) in order to make all the different results
directly comparable. Turquoise empty dots show the AMAZE galaxies, blue solid dots the LSD galaxies. The solid square shows the ‘average’ LSD galaxy,
having average mass and composite spectrum (see Fig. 4). The lines show quadratic fits to the data, as described in the text.

individual galaxies, as discussed in Maiolino et al. (2008), but this
is the evolution of the average metallicity of the galaxies contribut-
ing to a significant fraction of the SF activity at their redshifts. The
observed evolution implies that galaxies with relatively high stellar
masses [log (M/M!) = 9–11] and low metallicity are already in
place at z > 3, and this can be used to put strong constraints on the
processes dominating galaxy formation.

While stellar mass, based on integrated photometry, is repre-
sentative of the full galaxy, metallicity is possibly dominated by
the central, brightest regions. The presence of metallicity gradients
could have some influence on the observed mass–metallicity re-
lation. These aperture effects are present at any redshift: even at
z ∼ 0, galaxy spectra from Sloan Digital Sky Survey (SDSS) refer
to the central few arcsec of the galaxies. In most models, the central
brightest part of the galaxies are also the most metal rich, therefore,
the use of total metallicities for our LSD galaxies is expected to
produce an even larger evolution.

The effect of ‘downsizing’ (Cowie et al. 1996) on chemical en-
richment is expected to produce differential evolution related to
stellar mass. Stronger evolution for low-mass galaxies is observed
from z = 0 to 2.2 (see Fig. 5). The observed spread of the distribution
and the uncertainties on the single points still make it impossible to
see if such an effect is already in place between z = 2.2 and 3–4.
Constraints on this effect can be derived when the full AMAZE data
sample will be presented.

Using the same representation as in Maiolino et al. (2008), we fit
the evolution of the mass–metallicity relation with a second-order

polynomial:

Z = A[log(M∗) − log(M0)]2 + K0,

where A = −0.0864 and M0 and K0 are the free parameters
of the fit. By using the LSD and AMAZE galaxies, we derive
log (M0) = 12.28 and K0 = 8.69. The values of M0 and K0 for the
samples at lower redshifts can be found in Maiolino et al. (2008),
and can be converted to the present system by subtracting log(1.7)
to M0.

Several published models of galaxy formation (e.g. de Rossi,
Tissera & Scannapieco 2007; Kobayashi, Springel & White 2007)
cannot account for such a strong evolution. The physical reason
for this can be due to some inappropriate assumption, for example
about feedback processes or merging history. When taken at face
value, some other models (e.g. Brooks et al. 2007; Tornatore et al.
2007) provide a better match with the observations, but a mean-
ingful comparison can only be obtained by taking into account all
the selection effects and observational biases, and by comparing
not only stellar mass and metallicity but also all the other relevant
parameters, such as dynamical mass, angular momentum, gas frac-
tion, SFR, morphology and size (see, for example, Calura et al.
2009).

In fact, it is important to emphasize that the galaxy samples used
for Fig. 5 change with redshift. In the Tremonti et al. (2004) work,
the local SDSS galaxies under study constitute an almost complete
census of the local star-forming galaxies, and the derived mass–
metallicity relation shows the average properties of the sample. At
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Figure 5. Evolution of the mass–metallicity relation from z = 0.07 (Kewley & Ellison 2008) to z = 0.7 (Savaglio et al. 2005), z = 2.2 (Erb et al. 2006a)
and z = 3–4 (AMAZE+LSD). All data have been calibrated to the same metallicity scale and IMF (Chabrier 2003) in order to make all the different results
directly comparable. Turquoise empty dots show the AMAZE galaxies, blue solid dots the LSD galaxies. The solid square shows the ‘average’ LSD galaxy,
having average mass and composite spectrum (see Fig. 4). The lines show quadratic fits to the data, as described in the text.

individual galaxies, as discussed in Maiolino et al. (2008), but this
is the evolution of the average metallicity of the galaxies contribut-
ing to a significant fraction of the SF activity at their redshifts. The
observed evolution implies that galaxies with relatively high stellar
masses [log (M/M!) = 9–11] and low metallicity are already in
place at z > 3, and this can be used to put strong constraints on the
processes dominating galaxy formation.

While stellar mass, based on integrated photometry, is repre-
sentative of the full galaxy, metallicity is possibly dominated by
the central, brightest regions. The presence of metallicity gradients
could have some influence on the observed mass–metallicity re-
lation. These aperture effects are present at any redshift: even at
z ∼ 0, galaxy spectra from Sloan Digital Sky Survey (SDSS) refer
to the central few arcsec of the galaxies. In most models, the central
brightest part of the galaxies are also the most metal rich, therefore,
the use of total metallicities for our LSD galaxies is expected to
produce an even larger evolution.

The effect of ‘downsizing’ (Cowie et al. 1996) on chemical en-
richment is expected to produce differential evolution related to
stellar mass. Stronger evolution for low-mass galaxies is observed
from z = 0 to 2.2 (see Fig. 5). The observed spread of the distribution
and the uncertainties on the single points still make it impossible to
see if such an effect is already in place between z = 2.2 and 3–4.
Constraints on this effect can be derived when the full AMAZE data
sample will be presented.

Using the same representation as in Maiolino et al. (2008), we fit
the evolution of the mass–metallicity relation with a second-order

polynomial:

Z = A[log(M∗) − log(M0)]2 + K0,

where A = −0.0864 and M0 and K0 are the free parameters
of the fit. By using the LSD and AMAZE galaxies, we derive
log (M0) = 12.28 and K0 = 8.69. The values of M0 and K0 for the
samples at lower redshifts can be found in Maiolino et al. (2008),
and can be converted to the present system by subtracting log(1.7)
to M0.

Several published models of galaxy formation (e.g. de Rossi,
Tissera & Scannapieco 2007; Kobayashi, Springel & White 2007)
cannot account for such a strong evolution. The physical reason
for this can be due to some inappropriate assumption, for example
about feedback processes or merging history. When taken at face
value, some other models (e.g. Brooks et al. 2007; Tornatore et al.
2007) provide a better match with the observations, but a mean-
ingful comparison can only be obtained by taking into account all
the selection effects and observational biases, and by comparing
not only stellar mass and metallicity but also all the other relevant
parameters, such as dynamical mass, angular momentum, gas frac-
tion, SFR, morphology and size (see, for example, Calura et al.
2009).

In fact, it is important to emphasize that the galaxy samples used
for Fig. 5 change with redshift. In the Tremonti et al. (2004) work,
the local SDSS galaxies under study constitute an almost complete
census of the local star-forming galaxies, and the derived mass–
metallicity relation shows the average properties of the sample. At
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Fig. 2. Tracks in the N/O–O/H-diagram of infall models with various
mass ratios of the infalling gas and the galaxy. The infall event starts
at the same age of 5 Gyr and lasts for 1 Gyr (marked by a dot). The
shaded area indicates the region of the observations as in Fig. 1.

In the following we study more closely the basic behaviour
of the chemical evolution of galaxies that undergo such a mas-
sive infall of metal-poor gas. We consider models in which the
finite delay between star formation and metal production is ne-
glected. Oxygen is assumed to be produced primarily, with a
yield yO = 0.0091, to give results comparable to observed val-
ues. Nitrogen is taken to be produced purely in secondary mode
with yN = 0.095 ZO. The SFR is supposed to be proportional
to the gas mass, with a timescale of 5 Gyr. We note that this
choice of the SFR does not determine the basic behaviour in
the N/O–O/H diagram, although it does affect the exact shape
and timing of the evolutionary tracks.

In Fig. 2 we show the evolution of nitrogen and oxygen
of models which are closed-box, except for an infall of metal-
poor gas starting at 5 Gyr age and lasting for 1 Gyr. It is evident
that in order to have a significant deviation from the closed-box
secondary-primary relation, the mass of the infalling gas must
be substantially larger than the mass of the galaxy.

Immediately before the infall starts, all models have a gas
fraction of 0.55 and an oxygen abundance [O/H] = −0.3. The
commencement of the infall raises the accretion ratio a from
0 to about 10 and 1000 for Mcloud/Mgal = 1 and 100, respec-
tively. We note that in galaxies larger in size than a HVC, Mgal

will represent only that part of the galaxy which mixes with
the infalling gas and forms stars. The oxygen abundance is
strongly reduced due to the “dilution” by the accreted metal-
poor gas. As the gas in the galaxy accumulates, the star forma-
tion rate increases. Since the star formation timescale is longer
than the duration of the accretion event, the enhancement of the
SFR takes place appreciably after the infall. Thus we deal not
with a proper starburst – in the sense of a reduced star forma-
tion timescale – but rather with a galaxy which becomes more
gas-rich and thus makes more stars. The oxygen synthesized
by the massive stars limits the excursion of the oxygen abun-
dance, and it also brings down the N/O ratio. When the infall
stops – marked by a dot on the tracks – the gas fraction is be-
tween 0.67 and 0.90 for Mcloud/Mgal = 1 and 100, respectively.
After this, the models continue to evolve like closed boxes, al-
beit with different initial conditions, and the tracks return to
the Simple Model secondary-primary relationship. The overall
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Fig. 3. The time evolution of models with an infall rate of 100 galaxy
masses per Gyr, starting at an age of 5 Gyr. The labels refer to the
times after the start of the infall. The short-dashed curves show the
evolution after accretion events of 0.1 and 0.3 Gyr.
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Fig. 4. Evolutionary tracks of models with the same mass (10 galaxy
masses) and duration of the accretion, but with different starting times
(in Gyr, as labeled). All models are evolved up to 15 Gyr age.

effect is that the model traces a “loop” above the Simple Model
relation in the N/O–O/H diagram.

For the extreme model with an infall rate of 100 Mgal/Gyr
we follow in Fig. 3 the evolution along this loop. Because of
the high infall rate the decrease in [O/H] takes place rapidly.
Depending on the duration of the infall episode, the model
returns within less than one star formation timescale to the
Simple Model relation. If the infall episode lasts only a short
time (e.g. 0.1 Gyr), the increased primary production of oxygen
then leads to an evolution towards the lower right (similar to the
zig-zag curves of Garnett’s (1990) starburst model), followed
by the (secondary) production of nitrogen leading towards the
upper right, towards the Simple Model relation. If the infall
lasts for a time comparable to the star formation timescale, the
oxygen production may just compensate the continuing “dilu-
tion” by the infalling gas. The oxygen abundance may remain
nearly constant and thus one may obtain a rather large and deep
loop leading again towards the close-box relation.

The horizontal excursion of the loop depends essentially on
the mass ratio of infall gas and the gas present in the galaxy. In
Fig. 4 we study the influence of the time at which the accretion
starts. As the gas fraction decreases from 0.80 (at 2 Gyr), 0.36
(at 8 Gyr) to 0.16 (at 14 Gyr), the loop makes a larger excursion
when less gas remains available in the galaxy.
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Figure 2. XShooter 2D spectrum of the zLy↵ = 6.027 galaxy A383-5.2. The leftmost panel is centred on Ly↵ emission which is detected with the visible
arm at 0.8546 µm. The location of CIII]�1909 at 1.3412µm is shown in the middle (unsmoothed) and rightmost (smoothed) panels. The [CIII]�1907 emission
line is under the OH sky line just blueward of CIII]�1909.

located in a region free from atmospheric absorption within the H-
band.

The paper is organised as follows. We discuss our new near-
infrared spectroscopic observations and reduction procedures in §2.
The properties of Ly↵ and CIII] for both sources are detailed in §3.
We describe the modelling of the continuum and emission lines for
A383-5.2 in §4. By determining the velocity offset of Ly↵ with re-
spect to CIII] we discuss the implications for the interpretation of
the evolution of the fraction of photometrically-selected galaxies
with Ly↵ emission in §5. Finally, we discuss the prospects of us-
ing CIII] in future surveys and summarise our conclusions in §6.
Throughout the paper, we adopt a ⇤-dominated, flat Universe with
⌦⇤ = 0.7, ⌦M = 0.3 and H0 = 70 h70 km s�1 Mpc�1. All mag-
nitudes in this paper are quoted in the AB system (Oke & Gunn
1983).

2 OBSERVATIONS AND DATA REDUCTION

2.1 VLT/XShooter

As part of ESO program ID: 092.A-0630 (PI: Richard), the galaxy
A383-5.2 (Richard et al. 2011) was observed with the XShooter
spectrograph on the VLT (Vernet et al. 2011). We chose to pur-
sue A383-5.2 because A383-5.1 (the brighter of the two lensed im-
ages) is located closer to the cluster centre, where diffuse light from
bright cluster galaxies contributes considerably to the background
in the near-infrared. Observations were conducted on the nights of
2013 October 27 and 2013 December 15 for 3 and 2 observing
blocks (OBs) of 1 hour each, respectively. We used the 11⇥0.9”
slit oriented to avoid bright galaxies (Figure 1). One OB comprised
three exposures of 955 sec. in the visible arm, covering the wave-
length range 5630-10090 Å at a resolution of R⇠8800, and 3 expo-
sures of 968 sec. in the near-infrared arm (with 4 sub-integrations of
242 sec.), covering the wavelengh range 10350-24780 Å at a reso-
lution of R⇠5300. A dither pattern of ±2.5” along the slit was per-
formed between each exposure, for optimal sky subtraction (Figure
1, right). The total exposure time on source was 14325 sec in the
visible arm and 14520 sec in the near-infrared arm.

The sky conditions were clear and the seeing was very good
in the first 3 OBs, with a range of 0.50-0.70” and a median seeing
of 0.55”, but less good in the second set of 2 OBs, with a range
of 0.60-0.90”. A spectroscopic standard star was observed on both
nights for absolute flux calibration, and multiple telluric standard
stars were observed to estimate telluric correction.

We used the latest version of the XShooter data reduction soft-

ware (v.2.2.0) in the Recipe Flexible Execution Workbench (RE-
FLEX) environment to perform a first calibration and reduction of
each exposure. We then applied standard IDL and IRAF routines
for optimally combining and extracting the 15 exposures. Specif-
ically, we used the Lyman-↵ emission line, well-detected in each
exposure, to correct for variations in seeing and atmospheric condi-
tions between the different OBs, and applied a scaling and weight-
ing of the 2D spectra according to the flux and detection level of
the Lyman-alpha line. We also used the spatial position of the line
measured in the reduced spectrum to precisely compute the off-
sets between each OB for optimal combination. We used the same
offsets, scaling factors and weights to combine the exposures in the
near-infrared arm. Applying these corrections slightly strengthened
the S/N of the CIII] line, increasing our confidence in the detection.

The combined 2D spectrum was extracted using a variance-
weighting scheme in IRAF based on the detected profile of the
lines. We also used the normalized extracted spectrum of the tel-
luric standards to apply a median correction for telluric absorptions
in the near-infrared arm. The final combined 2D spectrum at wave-
lengths near Ly↵ and CIII] are presented in Figure 2 and discussed
in Section 3.1

2.2 Keck/MOSFIRE

We secured spectroscopic observations of GN-108036 with MOS-
FIRE (McLean et al. 2012) on the Keck I telescope on the nights
of March 6 and April 11, 2014. GN-108036 is one of the most dis-
tant spectroscopically-confirmed galaxies at z=7.213, first verified
by Ono et al (2012) based on three separate exposures with the
DEep Imaging Multi-Object Spectrograph (DEIMOS) on Keck 2;
the rest-frame equivalent width of Ly↵ is reported as 33 Å . Dur-
ing the March run, we compiled a total of 3.1 hours of exposure in
the H band with an 0.8” slit. Conditions were generally clear, but
with slight cloud during the first half of the observations. The me-
dian FWHM of a reference star included on the mask was 0.6”. On
the April night, we secured an additional 1.1 hours, with a median
seeing FWHM of 0.5” and clear conditions.

The data were reduced using the regular MOSFIRE data re-
duction pipeline (DRP)1 following a procedure similar to that de-
scribed in (Schenker et al. 2014) to which the reader is referred.
Briefly, this pipeline first creates a median, cosmic-ray subtracted
flat field image for each mask. Wavelength solutions for each slit

1 https://code.google.com/p/mosfire/
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Figure 5. Velocity profile of Ly↵ emission in the z = 6.027 galaxy A383-
5.2. Ly↵ is shifted to the rest-frame using the systemic redshift provided by
CIII]�1909. The peak flux of Ly↵ emission is shifted by �v=120 km s�1

from the systemic redshift.

6 DISCUSSION AND SUMMARY

Considerable effort has been placed in spectroscopic study of z
⇠

> 6
galaxies. Yet, in spite of significant allocations of telescope time to
several research teams, few spectroscopic redshifts have been con-
firmed beyond z ' 7 due to the absence of Ly↵. Although the
physical explanation for this suppression is of interest in its own
right in terms of constraining the reionisation history, it is essen-
tial to locate lines other than Ly↵ in distant sources for many rea-
sons. Firstly, the Ly↵ emitter fraction test is currently applied to a
photometrically-selected sample. If no line is detected, there is an
obvious ambiguity in interpretation between a suppressed Ly↵ at
the redshift of interest and a foreground object. Clearly securing the
redshift from an additional line breaks this degeneracy. Secondly,
as discussed in §5, the interpretation of the redshift-dependent Ly↵
fraction in terms of the evolving neutral fraction depends on the ve-
locity offset of the line with respect to the systemic redshift which,
at z > 6, can only be determined with current facilities using rest-
frame UV nebular lines. Finally, Stark et al (2014) demonstrate, via
detailed modeling, how measures of rest-frame UV lines such as
NIV], OIII], CIV, Si III] and CIII] can provide unique information
on important physical properties of galaxies during the reionisation
era, including the ionisation parameters, metallicities and star for-
mation histories which remain degenerate when interpreting SEDs
based on broad-band photometry alone.

In this paper we have demonstrated it is feasible to detect
the CIII] 1908 Å doublet in z > 6 star-forming galaxies. The
two sources we discuss are very different and illustrate the chal-
lenges even with state-of-the-art near-infrared spectrographs on
the largest ground-based telescopes. A363-5.2 is a gravitationally-
lensed galaxy at a redshift zLy↵ =6.029. It is bright (J125 = 25.2),
highly magnified (⇥7.4) and a convincing CIII] 1909 detection has
been secured in only a 3.5 hour exposure. The source is typical
of the brightest sources that have been located in lensing surveys
of foreground clusters (e.g. the CLASH program). GN-108036 is
more typical of the bright sources found in deep blank field sur-
veys. Although not fainter (J140 = 25.2), as it is unlensed, it is
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Figure 6. A comparison of the rest-frame equivalent widths of CIII] 1909
Å and Ly↵ from the study of z ' 2 lensed sources by Stark et al (2014,
orange points), Erb et al (2010) and the z' 3 Shapley et al (2003) composite
alongside the two new CIII] detections beyond z ' 6 (this paper, red stars).

more luminous and even with a 4.2 hour exposure, the detected
CIII] is much weaker.

The robust detection of CIII] in A383-5.2 has enabled us to
measure a reduced velocity offset of Ly↵ in a z > 6 source as well
as to break degeneracies of interpretation in the SED. Specifically,
including the strength of CIII] in our modeling fits to the spectral
energy distribution allows us to determine a low metallicity (log
Z=�1.33), a large ionisation parameter (log U=�1.70) and a low
C/O ratio. More importantly, however, we argue the tension be-
tween the strength of CIII] (which is sensitive to star formation on
10 Myr timescales) and the measured Balmer break and rest-frame
UV continuum slope (indicative of a more mature population) can
be reconciled if the star formation has been erratic with a recent
burst of activity contributing significantly to the nebular spectrum.
If this behavior is typical of z > 6 star-forming galaxies, it may
explain the prominent rest-frame optical nebular lines inferred in
recent studies (e.g. Smit et al 2013).

As discussed in §1, the ultimate goal would be a redshift
survey based on rest-frame UV lines other than Ly↵, particularly
in securing more precise measures of the Ly↵ fraction. However,
we have considered it is prudent in the first instance to base our
searches using those few targets for which Ly↵ has already been
detected. This may, admittedly, lead to some biases in interpreta-
tion if, for example, the sources have untypical Ly↵ fluxes for some
reason. As one progresses to higher redshift, the flux ratio of CIII]
to Ly↵ should increase since Ly↵ is increasingly suppressed and
CIII] is more prominent in metal-poor systems. Figure 6 gives no
strong evidence of a shift in this direction compared to the distribu-
tion seen at lower redshift by Stark et al (2014) but the samples are
small and uncertainties remain large.

Despite the observational challenges, our results confirm
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gas densities at the edge of the Strömgren sphere), and the dust-to-
metal (mass) ratio, ⇠d (which characterizes the depletion of metals
on to dust grains). We consider models with C/O (and N/O) abun-
dance ratios ranging from 1.0 to 0.05 times the standard values in
nearby galaxies [(C/O)� ⇡ 0.39 and (N/O)� ⇡ 0.09] to de-
scribe the delayed release of C and N by intermediate-mass stars
relative to shorter-lived massive stars in young galaxies. We also in-
clude attenuation of line and continuum photons by dust in the neu-
tral ISM, using the 2-component model of Charlot & Fall (2000), as
implemented by da Cunha et al. (2008, their equations 1–4). This
is parameterised in terms of the total V -band attenuation optical
depth of the dust, ⌧̂V , and the fraction µ of this arising from dust in
the diffuse ISM rather than in giant molecular clouds. Accounting
for these two dust components is important in differentiating the
attenuation of emission-line and stellar continuum photons.

As we will describe in more detail in §4.2, the need to simulta-
neously fit the continuum spectral energy distribution and the CIII]
equivalent width motivates us to explore a wider range of star for-
mation histories than Stark et al. (2014). In particular, we consider
models with two-component star formation histories: a ‘starburst’
component (represented by a 10 Myr-old stellar population with
constant SFR) and an ‘old’ component (represented by a stellar
population with constant or exponentially declining SFR with age
between 10 Myr and the age of the Universe at the galaxy redshift).
We adopt the same stellar metallicity for both components match-
ing that of the gas-phase. The relative contribution of the burst com-
ponent is a free parameter; in the limiting case where the burst pro-
vides a negligible contribution to the stellar mass fraction, the star
formation history approaches the single component star formation
histories which are commonly used in high redshift SED fitting.
Given the young ages at redshifts z > 6, this simple modeling of
star formation and chemical enrichment adequately samples the al-
lowed parameter space. We adopt a Chabrier (2003) initial mass
function in all models.

To interpret the combined stellar and nebular emission from
A383-5.2, we build a comprehensive grid of models covering wide
ranges of input parameters. Specifically, we take about 70 model
ages between 10 Myr and the age of the Universe (at the redshift
of the galaxy we are modelling) for the old stellar component; 30
stellar mass fractions of the starburst relative to the old compo-
nents, spaced logarithmically between 10�3 and unity; metallicities
Z = 0.0001, 0.0002, 0.0005, 0.001, 0.002, 0.004, 0.008, 0.017,
and 0.03; gas ionisation parameters logU = �1.0, �1.5, �2.0,
�2.5, �3.0, �3.5, and �4.0; dust-to-metal ratios ⇠d = 0.1, 0.3,
and 0.5; C/O (and N/O) scaling factors 1.0, 0.85, 0.65, 0.45, 0.25,
0.15, and 0.05; 10 attenuation optical depths ⌧̂V between 0 and 1;
and, for each ⌧̂V , 2 values of µ (0.3 and 0.9). We adopt a Bayesian
approach similar to that of Pacifici et al. (2012, their equation 2.10)
to compute the likelihood of each model given the data.

4.2 A383-5.2

The acceptable parameter fits are shown in Table 1. Including the
nebular line constraints in the modelling has provided several key
advances. First the dependence of emission line equivalent widths
on the ionised gas physical conditions allows new constraints on
the metallicity, relative C/O abundance, and ionisation parameter in
star forming galaxies at z ' 6. As can be seen in Table 1, the large
equivalent width of CIII] in A383-5.2 requires models with a very
low metallicity (log Z = �1.33+0.27

�0.20 ), large ionisation parameter
(log U=�1.70+0.49

�0.64), and low C/O ratio (log C/O = �0.58+0.06
�0.06),

similar to the population of ultra-faint lensed galaxies at z ' 2

Figure 4. SED of A383-5.2 and population synthesis models which provide
best fit to the continuum SED and CIII] equivalent width. The observed
SED is denoted by the diamond data points. The two grey data points at
<1µm are not included in the fit because of the uncertainty associated with
Ly↵ emission contamination and IGM absorption. The data are best fit by a
model with a two component star formation history. The UV continuum and
CIII] equivalent width are powered by a recent star formation episode (cyan
curve), while the optical continuum is dominated by an older generation of
stars (red curve). The composite SED is shown in black. Yellow diamonds
show predicted broadband fluxes from the best-fitting model.

Model fit to A383.5.2

logU �1.70+0.49
�0.64

log (M⇤,young/M⇤,tot) �2.99+0.04
�0.03

log (Z/Z�) �1.33+0.27
�0.20

log(C/O) �0.58+0.06
�0.06

log(age/yr) 8.72+0.10
�0.10

log(M⇤,tot/M�) 9.50+0.10
�0.10

log(SFR/M�yr�1) 0.29+0.08
�0.08

⌧̂V 0.05+0.05
�0.05

Table 1. Results of fitting procedure for A383-5.2. Details are provided in
§4.1, and results are discussed in §4.2.

(Stark et al. 2014). These constraints are almost entirely lost when
the CIII] equivalent width is not included in the fitting procedure.
The total stellar mass implied by the models is 3.2⇥109 M�, in
close agreement with that reported in Richard et al. (2011). The
current star formation rate is 1.9 M� yr�1, broadly consistent with
that inferred from the Ly↵ luminosity in §3.1.1.

We find that single component star formation histories strug-
gle to reproduce the continuum SED and CIII] equivalent width.
Very young (

⇠

< 107 yr), dusty, and metal poor models can repro-
duce the apparent Balmer Break with strong [OIII]+H� and H↵
emission dominating the [3.6] and [4.5] fluxes. But with strong at-
tenuation and substantial reddening, the young single component
models underpredict the CIII] equivalent width and overestimate
the H160 flux. Similarly, while an old stellar population produced
by a single component star formation history can account for the
large break between the H160-band and [3.6], it is unable to repro-
duce a large equivalent width CIII] emission or a blue UV contin-
uum slope supported by the available imaging and spectroscopy.

We thus find that the observational data indicate a two-
component star formation history (Figure 4). The nebular lines and
far UV continuum are dominated by a recent burst, while the rest-
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Detection of CIII]λ1909 from galaxies at z~6

Note that they are gravitational 
lensed objects
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Figure 31. Same as Figure 22 for 4.5 µm selected galaxies of the SINS Hα sample drawn from the GMASS survey.
(A color version of this figure is available in the online journal.)
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Clumpy structure in high 
redshift galaxies

Strong Galactic winds in 
individual clumps of high 
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Dust geometry in high 
redshift galaxies
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Figure 2. Emission line profiles and best fit to Hα and [N ii]λ6584 features for six regions of ZC406690: clump A, clump A “wind,” clump B, clump B “wind,” and
clumps C and D. Included with these spectra are one- or two-component Gaussian fits. For the two-component fits, the narrow component is shown in red and the
broad in green. For the spectra with one-component fits, these are shown in red. The errors (1σ rms) are shown below in blue. Clumps A and B and their winds are
well fit by two Gaussians, while clumps C and D can be well fit by one component. The lower right and left panels of Figure 2 compare the spectra and one-component
Gaussian fits of the [S ii] emission lines for clumps A and B, with regions selected by the method described in Section 2.3. For clump A, [S ii]λ6716/[S ii]λ6731 =
0.7 ± 0.1, while for clump B, = 1.2 ± 0.3, corresponding to electron densities of 1800 ± 1000 and 290 ± 300 cm−3, respectively (Osterbrock 1989). The gray hatched
lines in all figures show the wavelength range of strong sky OH emission features. The central panel is an Hα map of ZC406690, with each region outlined.
(A color version of this figure is available in the online journal.)

Table 1
Emission-line Data from the Clumps

Region % Broad σnarrow σbroad [N ii]/Hα [S ii]/Hα % Shocka χ2 Fit
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Wind A 44 ± 7.2 84.7 ± 4.9 197 ± 20.5 0.15 ± 0.036 0.21 ± 0.061 10 +10
−5 0.64

Clump B 46 ± 4.6 81.9 ± 4.6 244 ± 68.2 0.20 ± 0.031 0.20 ± 0.055 15 +25
−15 0.59

Wind B 71 ± 2.9 97.7 ± 6.0 291 ± 12.7 0.32 ± 0.032 0.27 ± 0.068 30 +30
−20 0.58

Note. a The shock contribution is calculated by comparing the data to Figure 10 of Rich et al. (2011).

line profiles in all regions are well described by either one or
two Gaussians. We report the relative contribution to the flux
by the narrow and broad components in the next section and
Table 1. We derive the error for the fit parameters (velocity
dispersion, velocity, etc.) by generating 1000 Monte Carlo
realizations of the fit and taking the standard deviation for each
parameter.

For the H- and J-band spatially integrated spectra, we fit each
of the [O iii]λ4959,5007, Hβ, and [O ii]λ3726,3729 lines with
a single Gaussian component because these lines have too low
S/N to fit the underlying broad component. For the H band,
we fit all of the lines using the kinematics of the [O iii]λ5007
line, and for J band we constrain the two [O ii] lines to have
the same kinematics as Hα and fix their wavelength separation
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0.7 ± 0.1, while for clump B, = 1.2 ± 0.3, corresponding to electron densities of 1800 ± 1000 and 290 ± 300 cm−3, respectively (Osterbrock 1989). The gray hatched
lines in all figures show the wavelength range of strong sky OH emission features. The central panel is an Hα map of ZC406690, with each region outlined.
(A color version of this figure is available in the online journal.)
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Connection between galaxies and AGN：

AGN diagnostics by 
using FIR fine structure 
lines ?

BPT ★☆: Stacking analysis

Kewley+01

Yabe et al. 2014

E. Sturm et al.: Herschel-PACS spectroscopy of IR-bright galaxies at high redshift

Table 1. Observation details and measured line fluxes.

Source Line OD OBSID nrep × ncyc
a aor duration Fluxb Continuum flux Corr.c

[s] [10−18W/m2] density [mJy]
MIPS J1428 [O III] 52 205 1 342 187 779 2 × 7 5348 3.7 (0.8) 117 (35) 1/0.62
MIPS J1428 [O I] 63 205 1 342 187 779 1 × 7 2730 7.8 (1.9) 168 (50) 1/0.54
MIPS J1428 [O III] 88 205 1 342 187 779 7 × 7 18004 –d –d –
F10214 [O IV] 26 179 1 342 186 812 10 × 4 24827 ≤6e 330 (100) 1/0.69
F10214 [S III] 33 185 1 342 187 021 6 × 4 5864 ≤3e 378 (115) 1/0.65
F10214 [O III] 52 179 1 342 186 812 simult. with [O IV] 0.9 (0.3) 445 (130) 1/0.47

Notes. (a) Number of line/range repetitions per nod cycle × number of nod cycles; (b) line and continuum fit uncertainty in brackets; an additional
calibration uncertainty of 30% applies; (c) Correction factor, applied to line fluxes and continuum flux densities, to account for PSF losses of the
central spatial pixel (see text); (d) The signal in this PACS wavelength range (i.e. ≥190 µm) is contaminated by a 2nd order leak, making estimates
of upper limits and RMS unreliable; (e) assuming a Gaussian profile with 3-σ peak height and FWHM = 300 km s−1.
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Fig. 2. The [O IV]/FIR limit in F10214 compared to template objects
compiled from the literature (Graciá-Carpio et al., in prep.). Black sym-
bols: AGN and ULIRGs known to harbour an AGN; blue: HII galaxies;
green: LINERs. Open symbols and arrows are upper line flux limits.

We have extracted two upper limits on Arp 220 and Mrk 231,
which are shown in the figure, from ISO-LWS data. Initial re-
sults from SHINING (Fischer et al. 2010) indicate a general de-
ficiency of FIR fine-structure lines (including [O III]) in local
ULIRGs, similar to the [O III] deficiency seen in F10214. With
future data from SHINING we will be able to populate this dia-
gram with many more data points for local templates covering a
large parameter space, in order to put the findings reported here
into context.

MIPS J1428: the [O I] and [O III] lines (Fig. 1) are detected
with ∼5 σ significance. They are redshifted by 220± 100 km s−1

and 300±135 km s−1, respectively, with respect to z = 1.325 (de-
rived from Hα and CO). Both lines are resolved with a FWHM
of 750 ± 150 km s−1 each (corrected for the instrumental pro-
file). This is considerably broader than CO (380 ± 100 km s−1,
Iono et al. 2006), but comparable to Hα (530±160 km s−1, Borys
et al. 2006) within the errors. The measured continuum flux den-
sities at 120 and 150 µm (Table 1) are low compared to the MIPS
160 µm flux (430±90 mJy, Borys et al. 2006). However, prelim-
inary processing of PACS and SPIRE photometry of the source
(S. Oliver and H. Aussel, private communication) is consistent
with our spectroscopic values. Using the PACS spectrum we de-
rive LFIR(40−500 µm) ∼ 1.3 × 1013 L&/µ, where µ is the magni-
fication factor (i.e. LFIR ≥ 1.6 × 1012 L& for µ ≤ 8). Contrary
to F10214 the [O III]/FIR ratio in MIPS J1428 (Fig. 3) is of
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Fig. 3. [O I]63 µm and [O III]52 µm line strength in F10214 and MIPS
J14284 as function of star formation efficiency. Comparison data are
from the literature (Graciá-Carpio et al., in prep.), except for [O I] in
Mrk 231 (Fischer et al. 2010). Symbols as in Fig. 2.

the same order as in local star forming and AGN galaxies. The
[O III]/[O I] ratio is very similar to the ratio in typical starburst
galaxies (like M 82).

For the [O I] spectrum we cannot rule out an underlying
absorption of ammonia (NH3). In Fig. 1, top panel, the dot-
ted line is a NH3 model spectrum (arbitrarily scaled). The
line at the bottom of panel (a) is the residual after subtracting
the line (+continuum) fit and the NH3 model from the data.
Strong FIR NH3 features with high column densities have been
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What I want to know：

• Star formation rate of galaxies
• Metallicity of galaxies
• Distribution of star-formation
• ISM condition / AGN connection

 ... from dust-free observations
     spatially resolved (if possible) ...


